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Introduction.

Let R be a commutative Noetherian local ring with maximal ideal m and
residue field K. To R we associate homological invariants of R so called
“deflections” ¢;(i=1, 2,...). It is well known that ;=0 (resp. ¢,=0) if and
only if R is regular (resp. complete intersection). ¢; and ¢; are computed in
terms of the homology algebra H(E) of the Koszul complex E of R: ¢;=
dlmKﬂl(E) and 82-——dim H2<E)/H1(E)2.

In this note, after proving some lemmas (§1), we will calculate ¢; and, in
some restricted case, ¢, by means of H(E). As an application we give in §3
an expression of the form of Betti series of R assuming its embedding
dimension is 3 and that H(E) has trivial multiplication. This gives an
alternating proof of a theorem due to Golod [2].

Unless otherwise specified, we shall use the same notations and the same
terminology which appeared in [5].

§1. Preliminary lemmas.

Let (R, m) be a local ring of embedding dimension n and residue field K
and let {¢y, ..., £,} be a minimal system of generators of m. By the method
of killing cycles, we have a following sequence of R-algebras X*(i=0,1,2,...)

[5, §11;
XO=R XO=E=R<Ty, ..., T,>;dTi=t;
XO=XWS, .., S >; dSi=s;, XO=XOU, ..., Uy,>; dU;=u,,
XO=XOPy, .., Ve,>; dVimvs, o + o

where T;, S;, U;, V5, ... are variables of degree 1, 2, 8, 4, ... which kill cycles
tiy Siy Uiy Uiy ... Yespectively. The i-th deflection ¢;(G=1, 2, ...) is defined by
dimg H(X¥) but this is also equal to dimx H;(XY~V), if i>3, as we see in the
following lemma.
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Lemma 1. Let X be an R-algebra and o >3 be an integer such that Hy(X)
=K and H(X)=0 for 0<i<p—2. IfseZ, 1(X) is not a boundary, then
Y=X<8>; dS=s, deg S=op, satisfies H,, (X)~H, (Y) for 0—3>u>0.
Consequently, ¢;=dimg H;(XY~Y), 4f i >3.

Proor. p odd: From the exact sequence 0— X, —> Y, » X,_, —> 0,
we obtain the exact sequence

o> p+1<X) - Hp+,u(X) - Hp+,u.(Y) - H/L(X) —

dox

= Hi(X) > H(X) > H(Y) > Hy(X) = .

Since Hy(X)=K and d,« is the multiplication by ¢, the homology class of
s, dox 18 injective so that H,(X)~H,(Y). If o—3> x>0, we have H,,:(X)=
H,(X)=0 and hence H, ., (X)=~H,, ,(Y).

p even: In this case the sequence 0— X, — Y,— Y, ,—0 is exact, hence

> H(Y) - H,(X) > H(Y) > Hy(Y) ™ H, ,(X) —> H,_,(Y) > 0 (exact).

On one hand, since dgxix: Ho(X)—>Ho(Y)—H, 1(X) is obtained by the multi-
plication by 0, dox is injective so that H,(X)~H,(Y) since clearly we have
H(Y)=0. If po—3>u>0, we have H,(Y)~H,(X)=0and H,,1(Y)~H, 1(X)
=0. Whence, the exact sequence
o ;L+1<Y) - p+,w(X) - Hp+y(Y) - H/L(Y) —
implies H,, ,(X)~H,..(Y).
We need also the following lemma for calculating higher deflections.

LemMa 2. Let wy, ..., we, be a set of e; cycles in X whose homology classes
constitute a base of the K-vector space H(X?) (i=2,8,...). Then,w; (j=1,2,...,&;)
can be selected im XU~V

Proor. Let XO=XU"V<II,, ..., I, >; dll;=mn;, deg II;=i. Put wj=w
& .
and ¢;_;=¢. Write w=w'+ D.rpIT:, where w' € X“~V and r, € R. Then, 0=duw
k=1

=dw + Y.ryms.  Since 7, ..., w. are linearly independent cycles (modulo
B(XYD)), each r, e m. Take P, € X~V such that r,=dP;. Then, Xirll,=
S(AP)IT = d(S P Il )+ X Pyrr.  Hence, w=w'+ 3, Py + d(2 PyII,) and con-
sequently w'+ Y Py, is a cycle in XY~V and is homologous to w.

CororLLARrY. u;(i=1,2, .., ¢;) can be selected in Z,(E).
v;(i=1,2, ..., e3) can be selected in Z3(X®).

First we construct special cycles in Z;(X®). For this we fix a set I of
pairs of integers (p, q) (1<p<q<(e;) such that homology classes of s,s,
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(p, ) € I, constitute a base of the vector space Hi(E)®. And, we put J=
Now, for any set {x,'” € Zi(E)|j=1, ..., &1}, we can find r,, € R, (p, q) € I,
and x5 € E; such that
vx:xa‘i‘.f:xl(i)si_ 2 TpespS
1=1

(p,q) €T

belongs to Z;(X®) and moreover xs—, 75.5,5, is defined uniquely up to
oo €l
modulo B3(X®)+ Z5(E). In fact, we have T xlPs;= D rpespsy+ dxs, for some
7

7,0 € R and x; € E5 and hence v, € Z5(X®). To see the second part, it is
enough to show that the relation, Z,rpqspsq+dx3—0 implies x;— erqsi,S €

B3(X®)+ Zs(E). Now, by the definition of I, each r,, ¢ m and hence rj,q-—dP,,q

for some P,, € E; and whence Dirp,sps;+dxs=d (2] Psssps;+ x3). Therefore

;Pﬁqsi,sq%—xg € Z3(E) and, conseéuently, x3— ;rpq;j,sq = x3— 2 (dPpy)spS; =
— d(E PpyspSe) + N1 Ppesps € Zs(E) + By (X ).

We remark that, if x,¥ € By(E) (i=1, ..., &), then v, € Zs(E)+ B3(X®).
For, we put x{"=dy;"’ with y{’ € E,. Then, the relation, 0=dv,=d{xs+
2@y Si— Nrpgsp S =d (x5 — Zy(” D)+ 2irpeSpSe, implies that each rp, € m.
Take P,, € E; such that dP,,=r;,. Then, we see easily that x;— Z}y(”

22 Psysps, € Z3(E). Hence, we have ’Ux:x3+Z(dy(zi))Si—Z(deq>SpS =x3+
{d (v S) — 2 y5sit — {d (X PpgspSe) — 2iPpespsey = {3 — Zy(z“SH- 21 Pyespsa}
+ d(X ¥4 Si— X1 Ppes»S,) € Z3(E)+ Bs(XP). ;
In particular, if {«{", ..., xifl)}i{o, , 0, 55,0, ..., 0}, then
vij=wi+s:5— 2 ril’s,S,
(b €7

belongs to Z;(X®) for some w;; in E; and ri/’ in R. And, moreover, these v;;
can be imposed on the following conditions:

vii+v;i=d(S;S;) if i#=j and vi;=d(S¥?).

For, by the above construction of v;, w; and rj/’ can be selected so as to
$iS;= Zr‘” ’spsq+ dw;; holds and therefore we can assume w;; and ri/’ satisfy

the relatlons, Wij+Wji:O, w,-;=0, r;’;j)—{—r;{;j’zo and r;"q“zo, by virtue of S$iS;—
— ;i and S,'S,':O. Consequently, v,-]-—i—v,-,-:siS,-—{-s,-S;:d(S,-Sj) and ’IJ,‘,’ZS,'S,':
d (S¥).

LemmA 3. Z3(XP) = By(XD) + ZU(E) + X Rv,,, where Z;(E) is an R-

(£,7)€]
submodule of Z;(E) generated by cycles in E; whose homology classes constitute

a base of H3(E) modulo H, (E) H;(E).
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Proor. Wefirst remark that Z,(E)Z,(E) C B:(X™®). In fact,let x € Z:(E)
and y€ Zy(E). Then, x=} 4;5;+x" where 1; € R and x" € By(E). Fix x” in E;
such that dx” =a«". Then, xy=(Dlisi+ 5)y=(L4(dS)) y+ (dx'") y=
d((C2:S) y+ 2" y) € Bs;(X®). Hence, to prove the lemma, it is enough to

show that Z3<X(2)) CB3(X(2)>+23<E>+ ZR?JH. Let vV=2x3+ %xi”sz' € Zg(X(z)),
J i=1

then »{" € Z;(E) (i=1, ..., &1) and hence each x|’ is an R-linear combination
of s1, ..., s, modulo B1(E). Therefore, subtracting suitable R-linear combi-
nations of v; from v, we can assume each x{"’ is contained in B,(E). Hence
our conclusion follows from the remarks stated before the lemma.

§2. The calculation of higher deflections.

By making use of the lemmas of the preceding section, we can prove the
following theorem.
Trporem 1. e;— dimg Hg(E)/Hl(E)Hz(E)+<§1>—dim1< H,(E)™
In particular, of Hy(E)>=H,(E)H,(E)=0, then
es=dimyg H; (E) -+ <§1>

Proor. Let h=dimx H;(E)/H,(E)H,(E) and let 7, ..., m, be cycles in
Z5(E) such that whose homology classes constitute a base of the vector space
H,(E) modulo Hy(E)H.(E). To prove our theorem, in view of lemma 1 and 3,
it is enough to show that 7; (i=1, ..., k) and vy, (i, j) € J, are linearly indepen-
dent over K modulo B;(X®). For this, suppose that

h €1 1
x=Yami+ 2 Biwi € Bs(X®)=d(E;+ Y E S+ > RS;:S;+ 2 RS#),
i=1 GjleT k=1 1<i<j<e; ic1
where «; and f;; are elements in R and we contend that a;, 8 € m.
Now,
x:d(x4+ Zx(z’”Sk—F ZﬂiijSj+ ZV{S(,-Z)) (x4 € Ey, x‘zk) € E, and Uijy Vi € R)
=(dx$’ +vis1+ t12sa+t -+ 16,56 ) S1H (dxi? + p1251+vasa+ fazss+ -
+ ﬂzalssl) So+ -+ (dxs + Mg S1t T Me1,68e, 1T y81581>581+ dxy

+ 2 x5 sk
Since
Bijvij= Bij (wij+5:S;— ;féiqj)spsq),
we have
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Yami=A{dxP +yisi+ tias2+ -+ ﬂlelself S1+ {dx{? + (#12—B1g)s1
+ Vosa + f23S3 + o+ toese )y So A+ A(dHEV A (U1, — Ble)s1
-+ (ﬂel—l,el— 5§1—1,el>581—1 + Velsel} Sel‘*’ dxs+ Z x(zk)sk“ Zﬁijwij,
where
Bkh lf (k> h) € J)
B}/eh: .
— Y By if (b k)€ L

(ij)e]
Considering the coefficients of S;(i=1, 2, ..., ¢;), we get
visi+ sieset o+ t1e,se, = — dxy € Bi(E)

(M12—B12)s1+Vasat -+ lhze se, = —dxi? € B(E)

(ﬂlel_ 3151)51+ e (ﬂel—l,slfﬂélﬂ,el)ssl—l+V61381: —dxifV € B1(E).

Hence, v;(i=1, ..., 1), #; and B;;(1<i<j<(e;) each belongs to m, since
s;(i=1, ..., &1) are linearly independent over K modulo B;(E). In particular,
Bi; € mfor any (7, j) € J.

Take P, Q;; and R;; in E; such that

=dP; py=dQy, Bi;=dRy.
It is clear that R;(1<{i<j<(e;) can be imposed on the following relation:

Ry;=— 2 Ryrii?> for (p,q) €I

(ijves
Then, obviously,
visi=d (P;s;), tijsp=d Qijs), Bijse=dRijse).
Hence
9+ Prsy 4 Qrass+ -+ +Que,se, € Zo(E)
%87+ Q12— Rio)s1+ Pasz+ - +Qzs,5¢, € Zo(E)

xé&) + (Qlal—Rlel)Sl + o+ (Qsl—l,el—Rel—l,el)Serl + P615€1 € ZZ(E)

and we denote these cycles by ¥, ..., ¥¥¥Y. Then,
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Zja i=dxy+ Zx Sp— Zj]ﬁiijf

=dxs+ 2y se— {(Pis1+Qrasa+ - +Qure5e )51+ -+ (Qre,— Rie,)s1
+-+ (Qel—l,sl_Rel—l,el)Sel—l +Pe,Sel)Se1} - ; Bijwij

=dxs+ 2 y¥s+ 2] Rkhsksh—ZB,,w,,,

1<h<hS
in view of s;s;+ sjs;,=0 (i#j) and s;5;=0.

Since

§ Rinsesn— Z Biwi= Z‘quSqu + ZRijSiSj - ; Bijwij

I/\

I

;qusﬁsq_{_ ZRU(Zr(”)Spsq_"dwzj) ZBz]wu

; Ryat (ZR’”M])) SpSat %}R,-jdw,-,-— ;Bijwii
= (§:Rfﬂvﬁ),
we finally have
é“ﬂf’ dxs+ Zy""Sk— AT Rijwiy) € Z1(E)Z3(E) -+ B(E)

and consequently «; € m (i=1, ..., h), which complete our proof.

Next, we compute ¢, in some restricted case. Since our computation is
quite similar to that of e, the detail of it shall be omitted.

Lemma 4. If n <3 and H,(E)*=0, then we have

ea=e18s—dimg H (E)H,(E).

Proor. We have proved that e, =dim H,(X®) (lemma 1) and &=
dim H,(E) by our assumption. Let I be a set of integers (p, ¢), 1<p<ey,
1<g <{e, such that homology classes of s,u,, (p, ¢) € I, form a base of the
vector space Hy(E)H,(E), and let J=A{(, /)1 <i<ey, 1<j<es (i, )) ¢ I}.
Then, for any (i, j) € J, we can find ri’’ € R, (p, ¢) € I, such that

zi=s;U;— @ré‘q”SpUq

belongs to Z,(X®). With these z;;, (i, j) € J, we can prove Z,(X®)=B,(X®)
+ 23 Rz; and, moreover, these z;; are linearly independent cycles modulo

J
By(X®).
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§3. An application to the Betti series of local rings of
embedding dimension 3.

In this section we restrict the case when the embedding dimension » is
3 and consider the Betti series of R under the additional assumption that the
multiplication in H(E) is trivial, i.e., we assume H,(E)?’=H,(E)H,(E)=0.
Hence

Z1 (E)*C Boy(E), Z\(E)Zy(E)C Bs(E)=0, Hy(E)=Z5(E)=~0:m.

Our assumption also implies that, with the same notations as in §1, I= &
(empty set), J=4{(, j)|1<i<j<e} and ri/’=0 so that

viy=wii+8:5 (1 <li<lj<ler).

Let X be a minimal R-algebra resolution of the residue field K of R
(3,5, 7).

&
X: > Xi> X1 > X, > X1 > Xy > K-> 0,

where ¢ is the augmentation homomorphism. Then, X;(i=1, 2, ...) has the
following form:

&1 £1 &2
X():R, X1:E1, X2:E2+ ZRS{, X3:E3+ZE1»S]'+ ZRU,‘,
i=1 j=1 i=1

&1 & &2 £3
X,= 2 ESi+ Y RS:S;+ S RSP+ S EU+ YRV~ - -
k=1 i=1 i=1 i=1

1<i<j<é;
where E={E;};_o 1,3 is the Koszul complex of R and S;(i=1,...,¢1), U;(i=
1, ..,e)and V; (=1, ..., e;) are variables of degree 2, 3 and 4 respectively.
Let M=dX, and let {ci, ..., ¢;} be a minimal generating system of 0: m

(0=dimg(0: m)). Since we can take ¢;T, T, T;(z=1, ...,0) and v;(1<i<j<e:)
as vy, ..., vg, (theorem 1), M can be written as M= M, + M, -+ M;, where

My=d (2 E:Sp+ 2 RS;S;+ 2 RS®)+ > Ruy;

My= d(ZEl Uy)

ﬂ43::<OZTn)fT17§JE.

LEmMMA 5. M, ~ @N, where N= dX; = B;(E)+ Y. Rs;.
Proor. Let x € M. Then
x=d(LxP S+ L0 SiSi+ 2viSE) + D Bivi;  (xf € Ea, pij, viy By € R)
=(dxs" +visi+ frosa+ A s1e,56) S1H(dxsP 4 (1o + Brz)si +vase
F U233t e Se) Sot -+ (dx Y + (M1e,F Bre)si+ -+
(Me-1,e,F Be,—1,6)8e,-1F Ve Se,) Se, + ixék)8k+ 2. Bijwij.
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If ¢: M1—>é§ N is an R-homomorphism defined by
$(x)=(dxs” +visi+--)Si+ -+ (dxi + (U6, + Bie)si+ ) Se,

i.e., the projection of M; on the sum of its first ¢;-factors, then clearly ¢ is
surjective.
Now, we shall show that ¢ is injective. Assume x € Ker ¢. Then,

€1
%= %P s+ 2 Biwij
A=1 i<
and

dxi” +visi+ tizset o+ tie,se, =0

dx? + Uizt Brz)sat -+ Hae 56, =0

dxf + (1, Bre)si+ -+ (Ueyo1,e,F Bey-1,6)8e, -1+ Ve 56, =0
Hence, v;, #; and 8; € m and

¥ = x4 Pis; +Quasa+ -+ Qreyse, € Zo(E)

¥ =%+ (Qr2+ Ruz)si+ Posy+ - +Qae,5¢, € Zo(E)

y(zsl) = x(zsl) + (Qle1 + Rlsl)sl + -t (Qel—l,el+ Rel—l,sl>ssl—1 + Pelsel € Zz(E),

where P,', Q,’j and R,‘j €k such that dP,'=l),', injI,U,'j and dR,‘j:,Bij.
Therefore, we have

2= vy si— {(P1s1+Qu2sa+ - +Q1e,56 )s1+ - + ((Qre,+ Rie )81
4ot (Qel_l,él-kRgl_l,el)s,gl_l—'FPelssl)Sel} + 2 Biwi;
= — 2 Rysisi+ 2 Bijwi;  (since X yhs; € Zy(E)Z1(E)=0)
= d(X Rywy)
—0,

since ZRijw,'j € .E4=0.
&2 3 .
LemmA 6. M;~Pm and M;~ PK, where 0 =dimg(0: m) = 53——@1).

E2 .
Proor. Since My,=d(}, E\U;), x € M, can be written as
=
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E2 N &2 .
2= Y(dw) U= K atu,
i= i=

E2

where x{’ € E; and u; € Z,(E) (lemma 2). Let ¢: M,— ), mU; be an R-homo-
i=1

morphism defined by

¢ (x)=2(dx{") U
=
Obviously, ¢ is surjective. If x € Ker ¢, then dx{’=0 (j=1, .., &) so that

x{” € Z1(E) and, consequently, x=— Y x{'u; € Z;(E)Z»(E)=0. 5

For the second assertion of the lemma, we consider the map 7: PR—0:m
defined by

s )
7(Pri)= _‘:Llr;cz',
where {ci, ..., ¢;} (0=dim (0: m):83_<;1>’

system of generators of 0:m. Itis clear that 5 induces a bijection between P
Kand 0: m.

by theorem 1) is a fixed minimgl

Lemvma 7. M=M,P M,P M, (direct).

Proor. Let 6;€ M; (i=1, 2, 3) and suppose 0, 0,-+05=0. Then, with the
‘same notations of the preceding lemmas, we write 6; as

€1 €1
01=d(Z % Sp+ 2 0i;SiSi+ 2viSP) + 2 Bijvis
k=1 i =1 i<
&2 E2
02=2.(dxY")Uj— 2 57 u;
iz i=1
5
03:ZT'Z'C;'T1T2T3, 6:83—<;1>.
=1

Considering the coefficients of U;(j=1, ...,¢;), we have dx{’=0 so that
0, € Ker ¢ and hence 6,=0 by lemma 6.

Now we have 0;+60;=0. Then, each coefficient of S;(i=1, ..., &) is equal
to zero and hence 0, € Ker ¢. This implies 6, is actually zero by lemma 5 and
05=0.

Tureorem 2. Let (R, m) be a local ring of embedding dimension 3. Suppose
that the multiplication in H(E) is trivial, where E is the Koszul complex of R.
Then, the Betti series B(R) of R has the following form :

_ A+2z)°
AR =
1—‘6122—82Z3 - (83—<§1>) Z4
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where ¢; (i=1, 2, 3) is the i-th deflection of R. Moreover,

ey=¢€18, and 33:524_(81‘2‘1).
Proor. By preceding lemmas, we have

M=dX,= M@SMEMAENBED@K) (0=c—(5).

Since the functor Tor is additi\}e,

Tor, (M, K)=(&Tor,(N, K)@ETor,m, K)B(@Tor,(K, K)),

for p>>0. Hence, for p>0,

Tor,. (K, K)=((3Tor, o (K, K)B(EETor, 2 (K, K)BDTor,(K, K)).

Therefore, we have
By s=¢e1By,2+e:By 1 +0B, (p=>0).

Now, it is easy to see that this recurrence relation implies the representation
of #(R) for the first part of the theorem.

For the second part, e,=e;e; is an immediate consequence of lemma 4.
As for e;, the statement is true for regular local rings since in this case
e;=0(G=1,2,...). Assume R is not regular, then the Euler-Poincaré charac-
teristic of £ is 0, i.e.,

Combining this with dim H3;(E)=dim (0:m), e, =dimH,(E)/H,(E)?=dimH,(E),
e =dim H,(E), dim Hy(E)=1 and e;=dim (0: m)+<§1> (theorem 1), we obtain

83:82+<€1 El>

We remark here that the rational expression of #(R) obtained by
G. Scheja, in the case codh R>>n—2 [6, Satz 9], coincides with that given in
theorem 2. But, the following is a simple example of a local ring of Krull
dimension 0 which satisfies the assumptions in theorem 2:

R=K[[X, Y, Z1]/a,

where K is a field and a is defined by (X°— Y3, Y*— 23 XY? XZ% YZ? YX?
ZX?, ZY%. Thus, theorem 2 is independent of Scheja’s result.
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§4. Concluding remarks.

Recently, H. Wiebe showed that if R is a local Gorenstein ring of embed-
ding dimension 3 and is not a complete intersection, then the Betti series of
R has the following form:

) BR)=A+2)/1—e1 2 —e1 2%+ 2% e=¢, [10].

It is to be mentioned that, in his argument, the multiplicative property of
H(E) plays an essential role. Precisely, he proved that H(FE) satisfies the
relations, H,(E)*=0, Hi(E)H,(E)=H;(E) and dimgzH;(E)=1 and under these
conditions he decided the form of the Betti series mentioned above. If we

consider higher deflections in this case, we have 53::(‘;1) by theorem 1 and
e4=¢e16;—1 by lemma 4. Thus, (*) can be rewritten as
(%) 93(1{):(1+Z)3/1—elzz—5223—(s3—@1))24—(54—5152)25.

On one hand, in the case when H(E) has trivial multiplication, which we
treated in theorem 2, we have proved that ¢,=¢.¢, so that the Betti series of
such ring is also given by (**¥). If #(R) has the form (**), we can further

calculate ¢5 directly and we find 8525183—(§1>+ &2 —<§2>. And, it is easy to
check that, if ;=0 for i>>2, the polynomial 1——elZZ~szZ3—(83—<821>)Z4-—

(e4—6182)Z°—€'Z8, &' =¢e5— {6183 -—<§1>+ &2 —@2)}, is equal to 1—22%, (1—2?)*2
and (1—Z2%3 according to &;=1, 2 and 3 respectively. Now, we summarize
these remarks in the following

THeOREM 3. If R s of embedding dimension 3 and tf R is Gorenstein
or H(E) has trivial multiplication, then

ga(R):(1+2)3/1—8122—5223—(53—@))Z‘*— (ea—e162) 25 —€' 28,
where & =e5— {8163—<§1>+ &2 ——(%2)}
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Addendum

Recently, we have informed from T. H. Gulliksen that the same result as
Theoren 1 (§2) have been obtained by G. Levin. See T. H. Gulliksen and G.
Levin: Homology of local rings, Queen’s papers in pure and applied mathema-
tics-No. 20, 1969.



